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No. Document Description

1 Data Repository Overview (this document) Overview of the MIP methodologies for user and
story metrics for media organization managers and
analysts.

Description of the MIP dashboard reporting interface
used by the three MIP pilot organizations to access
some of the data collected in the MIP data
repository.

2 Google Analytics Custom Reports Overview of all of the custom metrics gathered with
the MIP Google Tag Manager that are now available
to the three pilot organizations through custom
reports in the standard Google Analytics reporting
interface.

3 Architecture Overview Technical architecture overview

4 Data Repository Technical Overview Technical architecture whitepaper

5 GitHub account Open source code and documentation for the
repository, Google Tag Manager event tracking, the
dashboard reporting interface and MIP + NewsLynx.

MIP Data Repository Publicly Available Documentation
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Purpose
To understand actual people’s digital media behavior across products

vs. analyzing user data in product silos

MIP Data Repository
Media Analytics

Collector

Big Data
Engine

Media
Dashboard
& Analysis

Media
Schema

EventsNewsletters Donors
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Media products that indicate behavior
by an organization’s most loyal users

Website
data-

stream

The repository also includes
custom metrics that indicate
interactions after exposure to
content such as scroll rate,
attention minutes, and shares
from the site.

Segmentation
by user
behavior
varies by org
and site
architecture.

Example:
KPCC has 24-
hour
livestreaming,
but Texas
Tribune and
Wisconsin
Watch don’t.



MIP Data Repository Application Architecture
News orgs have to spend more resources on grouping and classifying page URLs than other industries

due to the sheer volume of content that’s updated, put into context, part of a series, etc.
We have found that we can’t use the raw data that come from analytics software, content management and
RSS feeds, so we have to develop both automated and manual methodologies to define what a “story” is.

See page 18 for a detailed explanation of how the MIP data repository gives media organizations data about
their stories that’s not available through the standard Google Analytics reporting interface.

Collector

Connector

Data
Stream

Big Data
Engine

Analytics & Reporting
Engine

DashboardMedia Schema for Known User Behavior and Content Analysis

HTTP

Stage Published

HTTP

HTTP

HTTP. . .

HTTP

• Page level data
• MIP tag
• Custom metrics
• Scales on demand

• Data definition
• Queries

•User
•Story

• Newsletter
• Member

• Donor
• Engagement

• Data transformation
• In memory
• Scales on demand

• Massive correlation of
multiplatform datasets

• Scales on demand

ON DEMAND MULTITENANT INFRASTRUCTURE

• Google Analytics
• Email

• Donors
• Events

• Facebook
• Twitter

• RSS
• SQL, JSON, CSV

• Data quality
• Context
• Interpretation
• Analysis

• Vetted
• Analyzed
• Raw data

Branding
• News Org
• Powered by MIP

Users
• Analysts
• Newsroom
• Executive

MIP Users
• Super Admins
• Data operations
• MIP analysts



USC MIP Data Repository Overview - December 2016 5

No. Section name Section description Page

1 Dashboard Known user metric highlights by week 7

2 Data • Known users: email subscribers, donors, members
• Stories
• Email newsletters
• MIP user vs. standard Google Analytics user counts

8
13
21
22

3 Analyses MIP and/or client reports 23

4 Management System information that could affect analyses 24

5 Settings Client-controlled user set-up 25

6 Client Management MIP admin:  Setting up clients 26

7 Data Sync Management MIP admin: Checklist for releasing weekly data 27

Version Release date Clients
0.2 July 1, 2016 KPCC (data since July 2015)

0.3 August 1, 2016 KPCC, Texas Tribune (data since July 2015)

0.4 September 1, 2016 KPCC, Texas Tribune, Wisconsin Watch (data since July 2016)

1.0 October 3, 2016 KPCC, Texas Tribune, Wisconsin Watch

December 17, 2016 Last day of data collected

MIP Dashboard Reporting Interface Summary and Release Dates
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URL:  http://app.mediaimpactproject.org
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Section: 1-Dashboard
Tab: Users Overview

Use: How many of our most loyal users came to the site this week?

xxx yy,yyy zz%
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Section: 2-Data
Tab: Users

Table: Total Known Users

Use: How many of our most loyal users came to the site this week?

Loyal users are those who have come to the site since MIP started collecting data and
whose e-mail addresses are known to MIP as:
1. Email newsletter subscribers only

OR
2. Donors only

OR
3. Members who have logged in (Texas Tribune only)

OR
4. Both email newsletter subscribers and donors, or other combinations of subscribers,

donors and logged-in members

The number of loyal users who come to the site each week is a Key Performance
Indicator for email newsletter performance and donor drives.

The total number of loyal users in the MIP database and percent of loyal users on
site will be KPIs for total audience growth after MIP has collected data for 6-12 months.

Note:  See Appendix A for more detailed explanations of how known users are identified and counted.
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Section: 2-Data
Tab: Users

Table: Total Known Users

Use: How many of our most loyal users came to the site this week?

Note:  See Appendix A for more detailed explanations of how known users are identified and counted.

Users by week, Sunday-Saturday

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx
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Section: 2-Data
Tab: Users

Additional notes on known users

1. The MIP custom tracking code allows us to identify individuals identifiable by e-
mail address.  Once an individual has come to the site via an e-mail newsletter or
a donation, the organization can track his/her past and future digital product
behavior.

2. The MIP media metrics focus on identifying donors as a type of user behavior, i.e.,
people who donate online, with the goal of analyzing what content donors view vs.
non-donors.  The data repository doesn’t provide metrics for analyzing donor
behavior, e.g., how many times they donate, the median amounts, types of
donations, etc.

3. Email subscriber and newsletter fields are standardized based on MailChimp
(Texas Tribune and Wisconsin Watch).

Texas Tribune and Wisconsin Watch known user counts were continuously
updated via direct access to MailChimp feeds.  SCPR/KPCC email and donor data
was from batch uploads of Oracle Eloqua data.
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Section: 2-Data
Tab: Users

Table: Email Newsletter Subscribers

Use: How many email subscribers came to the site this week?

The trend in the number of email subscribers per week is a KPI for newsletter
performance.   The number by specific newsletter may be available in a future
Data/Newsletter tab, as will the open and click-through rates, number of clicks, and other
actionable KPIs.

The number of new email subscribers per week, a possible KPI, will vary widely
depending on marketing campaigns and new newsletter launches.

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx



12USC MIP Data Repository Overview - December 2016

Section: 2-Data
Tab: Users

Table: Donors
Members (Texas Tribune only)

Use: How many donors came to the site this week?

The number of donors who come to the site is a KPI for analyzing hypotheses about the
correlation between site/content engagement and donation revenue.

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx

x,xxx x,xxx
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Section: 2-Data
Tab: 2.2 Stories

The Stories tab has weekly numbers that include:
• Stories that are posted during the specified week, and the data for that week
• Stories that were posted in previous weeks but still got traffic during the specified week

Toggle between percentages and counts

Set based on each site’s story architecture

Differs based on the site, e.g., Texas Tribune also has “Republish” and
both “Related Content” and “Tribpedia”

x,xxx

x,xxx

x,xxx
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Section: 2-Data
Tab: 2.2 Stories

Table: Scroll depth

Use: How many pageviews involved scrolling?

Scroll depth is a proxy indicator that a user read all or part of a story.  It can be used as a
proxy for awareness of a particular part of a story based on the part’s location.

The scroll depth for Related Content at the end of a story is combined with the Related
Content clicks in the User Interactions table to calculated Related Content click rate.

MIP will be exploring hypotheses on how scroll depths, segmented by topic, can be
analyzed with attention minutes, share rate and related content click rates.

“Related Content” and “Tribpedia” on the Texas
Tribune site are at the same place.

x,xxx

x,xxx

x,xxx
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Section: 2-Data
Tab: 2.2 Stories

Table: Time on article, or attention minutes

Use: How many pageviews involved users seemingly paying attention?

Counting is suspended:

• If the tab isn’t active in the browser
• If more than 60 seconds have elapsed since the last mouse activity on the page
• After 30 minutes on the same page (same as session timeout)

Google Analytics standard time on site (or session duration) is based on calculating when a page is sent from the
server.  It doesn’t capture time spent on the last page a user got, or the time spent during sessions with only
one page view (i.e., a bounce).

x,xxx

x,xxx

x,xxx
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Section: 2-Data
Tab: 2.2 Stories

Table: User interactions – comments, shares, related content clicks

Use: How much interaction did a story have?

We assume that users who click on “email,” “Twitter,” “Facebook” and other action buttons
at the top and bottom on a story are more likely to have read the story than those who
shared it from outside the site.

User interactions will vary greatly by topic and whether there are related stories, e.g., a
user may comment on the second story he/she reads.  Thus, we recommend that user
interactions be analyzed by topic, story series, story format and other variables.  Site-wide
medians and rankings shouldn’t be KPIs.

Also, each interaction type should probably be weighted differently.  As they need to input
email addresses and messages, users who email a story could be more highly engaged
than users who share a story via Twitter or Facebook.

The scroll depth for Related Content at the end of a story is combined with the Related Content clicks in the User Interactions table to calculated Related
Content click rate.

Differs based on the site, e.g., Texas Tribune has both
“Related Content” and “Tribpedia”

Will be zero or null if
the article didn’t have
the Related Content
table on the page

x,xxx

x,xxx
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Section: 2-Data
Tab: 2.2 Stories

The Stories tab has weekly numbers that include:
• Stories that are posted during the specified week, and the data for that week
• Stories that were posted in previous weeks but still got traffic during the specified week

Not in the dashboard reporting interface, but available via custom queries or reports:
• Total traffic/metrics per story over a specified time period. This report would include:

o Stories that were posted during the specified time period
o The cumulative traffic/metrics per story from the time the story was posted to the date the

report is run.
Note:  This type of cumulative report is similar to what’s available by post in Facebook Insights.

Example:  The Texas Tribune needs to report on the impact of its second quarter 2016 higher
education coverage. The report would include:

 Stories that were posted April 1, 2016 through June 30, 2016
 Pageviews and other metrics per story from April 1, 2016 through July 23, 2016, when the

report was run.

• Trending by week for a story or group of stories
This report would be used to track the impact of a story in response to external and internal events,
e.g., explainers, stories in a series.
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Section: 2-Data
Tab: 2.2 Stories

Definition of a “story”

• The number of stories is essential to analyze content strategy and is often required for funder
reporting.

• However, each organization’s site architecture and analytics tagging strategy requires its own
story counting methodology for URLs vs. page titles.
o Comments pages in the Texas Tribune are separate from the story and have different URLs.

On KPCC, comments are on the same page/URL as the story.
o The MIP Google Tag Manager code is not included on all pages of a site.  For example, it is not

included on Texas Tribune app pages, so those stories and data aren’t in the dashboard.

• In both the MIP data repository and in Google Analytics, pageview reports are based on
unique URLs. Selecting page title or adding page title as a secondary dimension results in getting
different data. The number of rows in a pageview report is usually used as a count of the total
number of articles, as each unique URL usually only has one page title.

• A media site’s URL and page title structure often includes too many irregularities for
organizations for the number of rows to be an accurate count of the number of articles, or for
any one row to include an accurate aggregation of the metrics for any one story. The
irregularities are usually due to media organizations updating a page multiple times a day, with each
update sometimes generating different unique URLs and/or page titles for the same article.
o In the standard Google Analytics reporting interface, Google Analytics will aggregate

pageviews and other metrics for a site that exceeds 50,000 URLs a day.  Stories will be listed
as  “(other)”  rather than by their URLs and page titles.  This is a known issue with the Texas
Tribune.

o MIP data repository reports show all URLs and page titles, regardless of whether a site
exceeds 50,000 URLs a day.
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Definition of a “story” (continued)

• A story that’s updated or is in a different language may have a different page title but the
same URL. For example, all of the following page titles have the same URL:

o Lawsuit Won, Texas Moves to Cut Therapy Programs
o Lawsuit Won, Texas Moves to Cut Children's Therapy Programs
o Demanda Won, Texas mueve a recortar los programas de terapia

• Similarly, the Interactions report can include data in multiple rows that need to be
aggregated. For example, the number of Facebook Recommends for an article on the
SCPR/KPCC site may be in three different rows:

o Facebook : recommend
o N/A – www.scpr.org : N/A Facebook
o N/A – www.scpr.org : N/A Facebook ã§ã‚·ã‚§ã‚¢

• The Stories tab lists articles by page title, and each page title clicks to a URL.  Thus, the tab
has rows with duplicate stories, and can’t be used to get the count of stories or to rank the
stories. However, the downloaded report includes both page titles and URLs, with each row
being a unique combination of page title and URL.
o To get an accurate story counts and metrics by stories, organizations can download the

story report, group together the stories, and aggregate the data.
o In a test of three months of Texas Tribune story data, we found that:

 A report of about 3,000 rows actually represented only about 1,000 stories.
 After trying out one algorithm, there were no obvious consistent patterns to the

irregularities, so the groupings of rows may need to be done manually.  See
Appendix B for a detailed breakdown of the irregularities.

Section: 2-Data
Tab: 2.2 Stories
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Section: 2-Data
Tab: 2.2 Stories

Implications for media metrics
• Defining a “story” is essential for all media metrics operations and research, as the raw story-

level data is incomplete and thus leads to underestimating a story’s impact and mispresenting its
relative importance to other stories.
o Coding by topic, part of series, story format and other metadata should not be done until the

row data is aggregated.
o Medians by week and other descriptive statistics based on the raw data are probably

irrelevant.
o Combining methodologies will get more complicated if we add datasets from other analytics

systems (e.g., MailChimp), content management systems and RSS feeds.

• The root problem is not in Google Analytics and other digital analytics tool but rather in each
organization’s site architecture and in its investment in the resources needed to maintain a
systematic, consistent URL and page title assigning process across its content management system
and all of the digital platforms it controls – site, email, mobile apps, etc.
o Media organizations can get far more from the standard Google Analytics reports with

standardized, canonical URLs and page titles.  For example, summarizing content
performance by category could be a simple query rather than a process that involves applying
a taxonomy manually after data is collected.

o Developing best practices site architecture maintenance processes has operational benefits
beyond media metrics, such as optimizing a site for search engines (SEO).
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Section: 2-Data
Tab: 2.3 Newsletters

Table: Email Newsletter Performance

Use: How much traffic did email newsletters send to our site?  From whom?

The click per unique open rate by type of email newsletter is a KPI that can lead to more
in-depth analyses of:
• What stories appealed to an organization’s most loyal and known users, email

newsletter subscribers
• The number and type of known users who click on an email newsletter could also be a

KPI.

Breaking News

Education

Subscribers
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Section: 2-Data
Tab: 2.4 Data Quality

Table: Variance:  Identified Users

Use: How does the number of  MIP users differ from the number in an
organization’s standard Google Analytics account?

The MIP Google Tag Manager code is on most but not all of an organization’s
pages.  This table shows the variance in identified users from week to week.  A
variance higher than 10 percent may indicate a problem with the MIP GTM
code.

Or, it may be due to high usage of a section of a site where the MIP GTM code
doesn’t exist.  For example, the MIP GTM code is not on the Texas Tribune app
pages, or sometimes there was a lag in putting the MIP GTM code on a new
section of the site.
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Section: 3-Analyses

Use: What analyses are available?  What taxonomies should we use?

The primary purpose of the Data section is to select and download data for analysis
outside of the dashboard.

The purpose of the Analyses section is for MIP and the organization to post:
• analyses that answer specific questions using data from multiple sources
• files such as taxonomies and weekly medians

Custom Texas Tribune higher education report compiled with MIP custom metrics and topic coding
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Section: 4-Management

Table: Data exceptions

Use: Data quality caveats for analysts

This section is a manually updated log of any MIP or client issues that would
affect the analysis and interpretation of the MIP data repository data.

Examples:
• January 19-28, 2016:  GTM tracking code was removed from all but one

page. This resulted in nearly no data being collected from most of the
website.

• March 23, 2016: No comments were tracked due to a JavaScript race
condition where the comment tracking code would not fire properly.  Fix
was added to the GTM update on March 24, 2016.
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Section: 5-Settings

Use: Client-controlled user set-up and editing

• An organization can sign
up an unlimited number
of users.

• Hundreds of users across
the three MIP pilot
organizations can be on
the system
simultaneously.

• Each organization sees
only its own users in this
Settings section.
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Section: 6-Client Management (MIP admin)
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Section: 7-Data Sync Management (MIP admin)

Each data section was checked by an analyst each week before being released to the client.
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Appendix

A. Known User Methodology

B. Texas Tribune URL and Page Title Analysis
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Appendix A-1:  Identified vs. Known Users – SCPR/KPCC Example
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Appendix A:  Loyal User Calculations – SCPR/KPCC Example

Each unique e-mail address in the MIP database should match to an e-mail in the Eloqua e-mail and donor databases. Unique identifier is e-mail ad
dress, so manual clean-up/merge-purge would be needed to reduce the number of duplicates/triplicates.
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Appendix B:  Texas Tribune URL and Page Title Analysis
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Appendix B:  Texas Tribune URL and Page Title Analysis
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Appendix B:  Texas Tribune URL and Page Title Analysis
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Appendix B:  Texas Tribune URL and Page Title Analysis


